
Let The Jury Decide: Fair 
Demonstration Selection for In-

Context Learning through 
Incremental Greedy Evaluation
Sadaf MD Halim, Chen Zhao, Xintao Wu, Latifur Khan, Christan Earl 

Grant, Fariha Ishrat Rahman, Feng Chen



Fair In-Context Learning

Pretrained LLMs often encode demographic, societal, or 
linguistic preferences.

These issues can cause:

•   Toxicity

•   Stereotypical completions

•   Irregularities in classification tasks



In-Context Learning (ICL)

•ICL enables models to learn from a few examples at inference time.

• No fine-tuning required – examples are provided as part of the input prompt.

Used in:

•   - Few-shot classification

•   - Question answering

•   - Summarization

•Input Prompt = {Demo 1, Demo 2, ..., Demo k} + Test Query → Model Prediction



Why Demonstration Selection Is Critical

•Demonstrations are the only supervision LLMs receive during inference.

•Poor selection can amplify irresponsible outputs and reduce accuracy.

Impacts of demo selection:

•   Prediction accuracy

•    Generalization across subgroups

•   Unfair outcomes for certain groups



Responsible In-Context Classification

Goal: Maximize metrics like Demographic Parity, Equalized Odds 

Challenges:

•   - Select k (typically 5 or 10) from n demonstrations (where n is a large number)

•   - Ensure responsible outputs

•   - Retain predictive utility (accuracy, F1)



JUDGE (JUry-based Demonstration Selection via 
Greedy Evaluation)
Our approach, JUDGE addresses demonstration selection through a 
multi-step process.

1. Jury Set Selection: Creating a set of examples for greedy evaluation.
2. Candidate Pruning: Reducing the pool of candidates to a much 

smaller pool.
3. Iterative Greedy Selection: Building the final demonstration set 

greedily by using performance on the jury set as a heuristic.



The Jury Set, 𝓙

A carefully constructed group of examples, providing a balanced representation 
across all combinations of groups and labels.

Each subset 𝓙(g, y) consists of |𝓙| / |C|  examples

Uses SentenceBERT embeddings and the cosine similarity measure:
 



The Jury Set, 𝓙

Each example is 
chosen such that it 
maximizes distance 
from existing 
examples.

Finally, we have:



Candidate Pruning

We similarly prune the space of candidates (down to ~3%)



Objective and Score Functions

Our objective provides a balance between 
performance in terms of accuracy (denoted by a) and 
metrics like Demographic Parity (denoted by f)



Greedy Selection

1. We start with the empty set, 

2. Select the first example that maximizes score on the jury set.

1. Add the selected example to the demonstration set.

2. At each step t, select the candidate that maximizes score when added to the 

current set.

1. Update the selected set with the newly chosen example.

2. Repeat the process until k examples are selected.



Overview



Datasets and Baselines

Datasets:

Adult
COMPAS
Law School
ACS-Income

Baselines:

Random
Balanced
Counterfactual
Instruct
FairICL
FCG
FADS



Results



Greedy vs Top-K



Effect of Jury Set Size
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