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Over 
60,000 
cores

Over 30 
Petabytes 
of storage

Over 1,000 
GPUs



C o u r s e  u s e  o f  H i P e r G a to r

• Course is allocated 32 cores, 256GB RAM, 2TB Blue 
storage, GPUs as needed

• Design projects with this in mind
• Time your work with this in mind
• Use resources efficiently

• Support requests should go through the course TA
• If the TA cannot solve the issue, the TA should open support requests

• By using your account, you agree to the AUP
• http://www.rc.ufl.edu/about/policies/
• No restricted data

http://www.rc.ufl.edu/about/policies/
http://www.rc.ufl.edu/about/policies/


H i P e r G a to r  A c c o u n t  Tr a i n i n g

• Content and links at: https://docs.rc.ufl.edu/training/new_user_training/
• Page also has additional information for classes at the end

https://docs.rc.ufl.edu/

https://docs.rc.ufl.edu/training/new_user_training/
https://docs.rc.ufl.edu/


Fo r  u s e r s  w ith  a n  a c c o u n t

• If you already have a HiPerGator account:

• Make a folder for yourself at 
/blue/pre1234/<gatorlink>

• When submitting jobs, add: 
--account=pre1234 --qos=pre1234



C l u s te r  O v e r v i e w

Tell Slurm what 
you want to do

Slurm 
Scheduler

Your job runs 
on the cluster

Compute
resources

Login node or
web interface

User
interaction



S S H  C l i e n ts

Mac/Linux/Windows: Terminal

Windows: Git Bash, PuTTY, Bitvise

ssh user@hpg.rc.ufl.edu



o o d . r c . u fl . e d u



S to r a g e  o n  H i P e r G a to r

Home storage:  /home/<user>
 40GB limit
 Scripts, code, compiled applications
 Do NOT use for job input/output
 Week of snapshots at ~/.snapshot/

Blue storage:  /blue/pre1234/<user>
 2TB limit per class  
 ALL input/output from jobs should go here

• All storage systems are for research and coursework data only
• Nothing is backed up
• All course accounts are deleted at the end of the semester



C l u s te r  O v e r v i e w
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you want to do
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login1

hpg.rc.ufl.edu
login2

login3

login…



A p p r o p r ia te  u s e  o f  l o g i n  n o d e s

• Login nodes are for:
• File and job management
• Short-duration interactive testing and development

• Limit your use to no more than:

16 cores 10 minutes64 GB memory
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S lu r m  
R e s o u r ce s

Batch compute
resources

Development 
servers

GUI servers
Jupyter servers

GPU Servers

Galaxy

Tell Slurm what 
you want to do

Slurm
Scheduler



J u p y te r  H u b  a n d  o n  D e m a n d

jhub.rc.ufl.edu
ood.rc.ufl.edu

To setup link to the class blue directory, open a Terminal 
(File> New > Terminal) and run (e.g. for class ast4930):

ln -s /blue/ast4930 blue_ast4930

http://jhub.rc.ufl.edu/
https://ood.rc.ufl.edu/pun/sys/dashboard


J u p y te r  a n d  c o n d a  e n v i r o n m e n ts

Be careful with pip install

• Can lead to conflicting 
versions of packages

• pip installs packages in 
~/.local/lib/python3.x/site-packages

Use conda/mamba

• Create isolated environments
• To use in Jupyter, create custom 

kernel folder. See help page.
• To use in script:

/path/to/bin/python my_script.py

Script should start with:
#!/usr/bin/env python

https://docs.rc.ufl.edu/software/conda_environments/


S c h e d u l i n g  a  j o b

What resources does your job need?
How many CPUs do you want, and how do 

you want them grouped?
How much RAM your job will use?
How long your job will run?

 How many GPUs?

 Also need the commands that will be run to 
do your work Tell Slurm what 

you want to do

Slurm 
Scheduler





B a s ic  S l u r m  j o b  s c r ip t

#!/bin/sh
#SBATCH --cpus-per-task=1         # Run on a single CPU
#SBATCH --mem=1gb                 # Memory limit
#SBATCH --time=00:05:00           # Time: hr:min:sec

#SBATCH --job-name=job_test       # Job name
#SBATCH --mail-type=ALL           # Mail events
#SBATCH --mail-user=email_address # Where to send mail 
#SBATCH --output=serial_%j.out    # Output and error log 

pwd; hostname; date   # Print some information
module load python    # Load needed modules
echo "Running plot script on a single CPU core" 
python /data/training/SLURM/plot_template.py 
date # Print ending time



S l u r m  C P U  R e q u e s ts

For threaded applications (single node):
#SBATCH --nodes=1  # Physical servers
#SBATCH --ntasks=1 # MPI ranks or processes
#SBATCH --cpus-per-task=8



S LU R M  G P U  R e q u e s ts

• In a script:
  #SBATCH --gpus=1
• In OOD:

• Courses should use ONLY L4 GPUs
• See: https://docs.rc.ufl.edu/doc/GPU_Access

https://help.rc.ufl.edu/doc/GPU_Access


S l u r m  M P I  J o b  C P U  R e q u e s ts

#SBATCH --nodes=1
#SBATCH --ntasks=16
#SBATCH --cpus-per-task=1
#SBATCH --ntasks-per-node=16
#SBATCH --ntasks-per-socket=8

#SBATCH --distribution=cyclic:cyclic
ml gcc openmpi
srun --mpi=$HPC_PMIX myApp …



S l u r m  M e m o r y  R e q u e s ts

--mem=1gb (total memory)
--mem-per-cpu=1gb (memory per core)
Can use mb or gb
No decimal values: use 1500mb, not 1.5gb

Servers have
512 GB to 1TB 

RAM



S l u r m  T im e  R e q u e s t

 Time: --time or -t
120 (minutes)
2:00:00 (hh:mm:ss)
7-0 (days-hours)
7-00:00 (days-hh:mm)
7-00:00:00 (days-hh:mm:ss)



Quality of Service (--qos)

Each group has two QOS options
 Investment QOS: --qos=group
Burst QOS:
 The burst capacity, available when idle 

resources are available on the cluster
--qos=group-b

Users can choose higher priority or larger 
pool of resources
Cannot include a GPU
4-day time limit



S u b m it  y o u r  j o b

[magitz@login3 SLURM_examples]$ sbatch single_job.sh
Submitted batch job 30592170

[magitz@login3 SLURM_examples]$ squeue --me
 JOBID     PARTITION   NAME   USER   ST   TIME  NODES NODELIST(REASON)

30592170   hpg2-comp    serial_j  magitz  R   0:30    1       c24b-s15
[magitz@login3 SLURM_examples]$



H e l p fu l  c o m m a n d s

• slurmInfo – Get information on compute resources in your 
group

• blue_quota, orange_quota, home_quota – Get 
information on quotas and use

• ncdu – Calculate and show storage usage by folder. Can take 
time to calculate—most helpful in /home

• showAllocation – Get information on investments
• jobhtop, jobnvtop – View real-time job performance data 
• qos_to_burst, qos_to_main – Move pending jobs to 

burst/main QOS



d o c s . r c . u fl . e d u



Tr a i n i n g



A  n o te  a b o u t  I D Es

This is a HiPerGator login server!!
• Follow limits 
• No GPUs

See VS Code Server: https://code.visualstudio.com/docs/remote/vscode-server
UFIT-RC Help Page: https://docs.rc.ufl.edu/domain/vscode_development/



V S C o d e  R e m o te  Tu n n e l

See VS Code Remote Tunnels: https://code.visualstudio.com/docs/remote/tunnels
UFRC Help Page: https://docs.rc.ufl.edu/domain/vscode_development/



Questions?

Matt Gitzendanner

magitz@ufl.edu
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